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AT Wall: TLBs under pressure

Large pages extend TLB reach

2MiB→overfit / underfit

1GiB → too large

ARMv8:  64KiB and 32MiB
coalesced translations but 
OS support is limited

Our proposal: Elastic Translations 

→Transparent OS support for 
coalesced translations

→CoalaPaging to generate 
practical contiguity

→Leshy for informed translation 
size selection via lightweight HW-
assisted sampling
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ARMv8-A OS-assisted TLB coalescing

Transparently manage the contig bit 
at fault time or during asynchronous promotions

Transparent

Informed translation size selection 
with the Leshy HW-assisted profiler 

Guided

Opportunistically create 64KiB and 32MiB contiguity 
with CoalaPaging and CoalaKhugepaged

Opportunistic

OS interfaces for coalesced translations
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ET Real System Evaluation – Implemented in Linux v5.18 – Evaluated on an ARMv8 Ampere Altra Server
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Sort pages by 
MMU hotness

Priority to cover by larger 
translation sizes

Run placement algorithm 
to map regions

with translation sizes 
to minimize TLB misses
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ET supports asynchronous promotions with CoalaKhugepaged.
It uses the Leshy profiler for informed translation size selection 

(4KiB / 64KiB / 2MiB / 32MiB) based on real MMU activity 
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Guided Opportunistic

ET uses CoalaPaging (Coalescing-Aware Paging) to generate practical and aligned contiguity on 
demand (across faults) without reserving blocks of memory or requiring additional metadata. 

It harnesses this contiguity by transparently setting the contig bit.
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On the last fault of the range, if all pages contiguous
Set the Contig Bit

4KiB faults → 64KiB
2MiB faults → 32MiB

ET selects fault size based on 
mapping size and available 

contiguity
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One size does not fit all!  ET-generated 64KiB and 32MiB translations provide significant performance gains, 
slotting between 4KiB/2MiB/1GiB pages and addressing limitations of 2MiB/1GiB large page model
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translations and boosting 
performance up to 30% over 
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Leshy guidance allows ET to optimally use 
4KiB/2MiB/32MiB translations 

under fragmentation and boosts performance 
by up to 22% while reducing 2MiB usage
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